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Wetting-driven structure formation of a binary mixture in the presence
of a mobile particle pinning potential
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We investigate the pattern formation on the solid substrate of phase-separating films containing mobile
wetting particles with a preferential attraction for one component of the mixtures. The presence of mobile
particles under the surface-particle interaction modulation breaks the isotropy of the bulk phase-separating
process, leading to the formation of orientational structure due to the interplay between phase separation and
wetting particle ordering under a modulated pinning potential at the late stage. Simulations suggest that the
phase-separation morphology can be changed through the adjustment of the wettable-phase—particle interac-
tion and the surface-particle interaction. It provides some important insights into this “wetting-directed spin-
odal decomposition.”

PACS numbe(s): 05.70.Fh, 64.75-g, 64.60.Cn

There has been much interest in the study of phaseration still led to an isotropic, disordered morphology of the
ordering dynamics in a wide variety of physical systemscoexisting phases at some intermediate time. The presence of
[1-26]. When a binary mixture composed of two species ofa surface with selective energy variations can significantly
moleculesA andB is quenched below the critical coexistence create a rich diversity of new structures and useful nanocom-
temperaturél;, the system subsequently segregates into doposites. Boltauet al. [30] have shown experimentally that
mains which are rich in eithef or B. The morphology of the domains of a phase-separating mixture of polymers in a
such systems may be an interconnected domain structure trin film can be guided into arbitrary structures by a surface
isolated clusters, and changes continuously in space anwlith a prepatterned variation of surface energies. Their result
time. For an ordinary mixture such as binary fluids and poly-indicated that a transfer of the difference in surface energies
mer blends, these domains grow as time goes on, and finallyan lead to a composition variation of a binary polymer film,
phase separation becomes macroscopic. Recently, much ialthough the details of the surface-induced demixing process
terest has been focused on the interplay between phase sepae not yet known. On the other hand, polymer mixtures can
ration and wetting in the spinodal region, and it has beerundergo dramatic changes in orientational order in response
shown that the morphology and growth dynamics of phas¢o externally applied perturbations. Some previous studies
separation can be dramatically altered by wetting phenomeriaave considered the application of external fieldectric,
in a solid wall, porous medium, and gel-type network struc-shear flow, temperature, and grayitp perturb phase sepa-
ture[27-29. The phases formed at late stage are rearrangedtion of a binary liquid mixture and another self-
to lower the total energy of liquid-liquid and solid-liquid organization procesg26,31-33. In this paper, we investi-
interfacial energies. In many technological applications, it isgate a phase-separating film on a substrate surface, and add a
very useful to understand how to control the final morphol-small concentration of particles with a modulated pinning
ogy and domain growth of phase-separating materials by thpotential distribution under the surface-particle interaction.
dynamic interplay between phase separation and wettinglhe interaction between the mixture and the substrate sur-
The presence of a surface can significantly alter the phasdaces is assumed to be neglected, i.e., the substrates are neu-
separating process. Interestingly, Wiltzietsal. [28] studied  tral (nonselectivigto the polymer blend. Note that hydrody-

a polymer mixture in the unstable two-phase region in connamic effects, which prevail in the very latest stages of phase
tact with a quartz wall, and found two different growth separation in polymer blends, are neglected in the present
modes: a slow mode corresponding to the bulk growth and anodel. One of the realistic systems which corresponds to our
fast-growth pattern which occurs parallel to the interface ofmodel is a thin fluid layer on a surface or between two plates
the polymer mixture with a quartz window. Lately, the pat-[17], where hydrodynamic interactions are minimized. We
tern evolution in a binary mixture with the inclusion of a use a two-order-parameter model proposed by Koretiel.
mobile solid wall of particles was another interesting and[34,35 to simulate the in-plane segregation of a two-
complex problen]29]. Tanakaet al. [29] examined experi- dimensional binary mixture induced by mobile particles
mentally the properties of a polymer mixture containingwhich are wet by phasé3, and show that the phase-
small glass spheres which are wet by one of the componentseparating orientational structure is formed as a result of the
Their results revealed that mobile particles may form a perfact that the wetting phase tends to surround mobile par-
colating network because of geometrical confinement of particles and particles must be confined to move under the con-
ticles into the wettable phase, and thus arrest phase sepasdraint by a modulation of the surface-particle interaction,
tion. Although these studies have shown that polymerideading to the competition between wetting and mobile par-
materials undergo dramatic changes in the morphology anticle energy transfer in the phase-separation process. This
dynamics of the phase-separating growth by the interplayvetting dynamics will drive an isotropic decomposition into
between phase separation and wetting dynamics, phase sepamodulated striped domain structure of separated fiuid

1063-651X/2000/6@)/82075)/$15.00 PRE 62 8207 ©2000 The American Physical Society



8208 YU-QIANG MA PRE 62

I
I
I

FIG. 1. Pattern evolution of a 128128 two-dimensional lattice with particle concentration 5% w(#h g,=0.02, (b) g,=0.03,
(c) g,=0.04, and(d) g,=0.06. Phasd is represented by the white region, ph&sbky the gray region, and the wetting particles by black.

and B phases even if the wetting particle concentration ismaterials. On the other hand, It will also be useful to under-
very small. The present system is of practical interest astand the dynamics aspect of the interplay among three ki-
polymer materials are often filled with additivg86] that  netics processes: phase separation, wetting, and phase order-
improve their mechanical, chemical, and other properties. ling.

may be a simple and ideal system to form some small-scaled We study a binary mixture of two fluids andB with the

or orientational structures by adjusting the wetting phaseinclusion of mobile wetting particles. The coordinates of the
particle interaction and the surface-particle interaction, angblanar surface are defined in tixeand y axes. The local
provide a new tool for the physical design of soft-mattervolume fractions of the components B, and the particles
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) ° FIG. 3. Pattern evolution of a 128128 two-dimensional lattice
1000 10000 100000 with particle concentration 5% witfa) g,=0.02, (b) g;=0.04, (c)
(b) t g,=0.06, and(d) g;=0.08. Phase&\ is represented by the white

region, phaseB by the gray region, and the wetting particles by
FIG. 2. The time evolution of the characteristic length for vari- black.
ous values of particle periodic pinning strength with (a) R,(t)
and (b) Ry(t). states[34,35, i.e., p=0 andp=ps. The statep=0 corre-
sponds to the case in which the system is locally occupied

are denoted bypa(X,Y), ¢g(X,y), andp(x,y), respectively. either byA or B, whereasp=p4 corresponds to the case in
We assume that the total densitys(X,y)+ ¢g(x,y)  Which the local volume is occupied only by the wetting par-
+ p(x,y) is constant. Under the incompressibility condition, ticles. Here we take into account a cross tgbetween the
two of the local volume fractions will be independent. We order parameter® andp due to the coupling between the
take ®(x,y) = ¢a(X,y) — ¢g(X,y) and p(x,y) as the inde- mixture and particlesy; >0 means that the particle is ener-
pendent variables. The order paramedefx,y) gives the getically favorable in theB phase ¢<0), andg, is the
local concentration difference betweeA (®>0) and strength of the wetting. The last coupling tegnin Eqg. (1)
B (®<0) phases, whereas the order parampfery) de- means that the wetting particle tends to be modulated in the
scribes the local particle concentration. The dynamics of the direction with a periodL, under the influence of the
mixture is described by the coupled time-dependensurface-particle interaction, angh, is the strength of the
Ginzburg-Landau equation41-20,34,35%for the two order  chemical potential pinning a patrticle at the substrate surface.
parametersP(x,y) andp(x,y). The free-energy function of The dynamics of the phase-separating process can be ob-

the system is given by tained from the couped set of equatiddg],
a b d P oF
_ T2 S @b 2 2/ N2 o 2 O
F ffdxdy( S %4 2t (V)24 ep?(p—po) =My Vi,
2
+91pP +gop sin(27x/Lp) |, (1) ap , OF
at P sp’

where parameters, b, d, e g;, andg, are positive con-
stants. Thee term allows the coexistence of the two bulk  HereMy andM, are transport coefficients.
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We carry out numerical simulations of the model system
in anL XL two-dimensional square lattice with=128 and
periodic boundary conditions, using the cell dynamical sys-
tem (CDS) approach proposed by Oono and Pia7]. The
CDS is a computationally efficient space-time discretized
variation of the Cahn-Hilliard-Cook model. The CDS equa-
tions corresponding to E@2) are written as follows:

CD(X1y1t+l):CD(X!yvt)+ Mlll'(«I(b»_I(b)a

p(%,Y,t+1)=p(x,y,t) + M ({1 ) —1,),

where

Rt

o= —D((@) = @)~ Atanhd+D+grp, 1000 10000 100000

_ 4
l,=Ep(p—ps)(2p—ps) + 91D +gp SIN(2mx/L ). (@) t

For the original cell dynamics system, the lattice siae (r
Ay) and the time steAt were both set to be unity. The CDS

parametersA, D, and E in Eq. (4) are related to the free- = —°—g,=0.08
energy parameters in Eql) by A=1+a, D=d, and E pes ——g,=0.06
=2e[35]. (X)) represents the average over all the neighbors ——g,=0.04
of lattice x,y on the two-dimensional square lattice, with 100{ ——g, = 0.02

(Xp=82 X+ > X, 5)

NN NNN
where NN and NNN represent nearest-neighbor and next-
nearest-neighbor cells, respectivelyX) — X is essentially
the isotropized discrete Laplaci®?X, but the choice of Eq. 101
(5) will give the better isotropy of the patterfid7]. ] -
The structure factor is defined bS(k,t) ={| P (k,1)|?), 1000 10000 100000

whered(Kk,t) is the Fourier component @ (x,y,t), and the (b) t
sum runs over all lattice sites witk=(2#/L)(mi+nj) in
whichm,n=1,23 ... L and the(---) denotes the thermal FIG. 4. The time evolution of the characteristic length for vari-

average over a number of repeating runs from independemus values of the wetting strength with (a) R,(t) and(b) Ry(t).

initial conditions. The domain sizZR(t) in thex andy direc- ) L o

tions is derived from the inverse of the first moment of theth® strength of the particle pinning potentgsl is increased,

structure factorS(k,t) as Ri(t)=2m/(k;(t)) (i=x or y), we see from Fig. 1_that th_e compet_mon petV\_/een the Wett|_ng

where(k;(t)) = [ dk ki S(k,t)/ [ dk S(k,t) . dynamics gnd moblle partllcle.orde.rlng will dn\(e an isotropic
Our simulations are performed with equal concentrationfd€COMposition into a periodic striped domain structure of

of A andB phase 47.5% and wetting particle phase 5%. weseparated fluich andB phases. The wetting particles prefer

start from initial random conditions. The rangesdafand p o be in_ the bulk of the wettable phagkbecause this is
— — energetically favorable.

att=0 are®—s<P<d+s andp—s<p<p+s with the In order to study domain growth % and B phases, we
random fluctuatiors=0.01, where the spatial averages®f  show in Fig. 2 the time evolution of the domain sR&) in
andp are®=0 andp=0.05, respectively. In our simula- the x andy directions as a function of time in a double
tions, we fix the parameters #s=1.3, E=0.25, ps=1, L logarithmic plot. The growth speed &, aligned with the
=16,D=0.5, andM =M ,=0.05. The results are averaged striped direction is much larger than that ®f, as can be
over 20 independent runs. We first study the effect of varyseen in Fig. 2. From Fig.(3), we see that the domain growth
ing the strength of the particle pinning potent@l on the  in thex direction is not appreciably affected by the variation
domain morphology and growth dynamics when the wettingof g, at early and intermediate times, but the domain &ze
strengthg; is 0.05. Figures (&), 1(b), 1(c), and Xd) show clearly becomes smaller g@s increases at the late stage. On
the time evolution phase separation fg,r,=0.02, g,  the other hand, we see from Figh2that asg, increases, a
=0.03, g,=0.04, andg,=0.06 at times in the simulation dramatic increase in the growth rate of the characteristic do-
corresponding tat=10000, 40000, and 100000, respec-main sizeR, in they direction is observed.

tively. The A-rich domain for®>0 is shown as white Next we investigate the wetting effect between the wet-
whereas theB-rich domain ford <0 is indicated by gray. ting particle and thé3 phase, and how the pattern is altered
The area shown by black indicates the wetting particleslue to the variation of the wetting strenggh wheng, is
wherep is aboutps=1. The domain morphology depends on fixed asg,=0.04. In Fig. 3, we show the time evolution of
the strength of the wetting particle pinning potential As  the system morphology wheg, is changed ag;=0.02,
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g,=0.04,9,=0.06, andy; =0.08, at times in the simulation table phase-particle and the surface-particle interactions on
corresponding tat=10000, 40000, and 100000, respec-the morphology change and domain growth of the system
tively. A similar pattern of growth is observed with an in- undergoing phase separation. The morphology and dynamics
crease ofy;. Figure 4 shows the time evolution of the cor- of the phqse-separatlon process can be_dramatlcally altered
responding domain sizB(t) in the x andy directions on a @S @ function of the strengths of the wettigg and particle
log-log plot. As the strength of the wettirgy is increased, PINNING potent|agz. Our numerical simulations (eveallthat a
we find that the wetting strength has a similar effect to theStiPed domain morphology can be observed with an increase
strength of the wetting particle pinning potential. In the 0" 91 and_gz, respecnvely. Our s_tudy shows poss_lbllmes for
present model, the wetting dynamics plays an important rold'€ Physical design of a diversity of morphologies of soft-

in determining the morphology and growth dynamics of theMatier materials through the adjustment of the type of the
system at the late stage particle pinning potential and wetting strength.

In conclusion, we have studied the pattern evolutions of a This work was supported by the “Climbing Project” of
binary liquid mixture in the presence of wetting particlesthe National Commission of Science and Technology of
with the periodic pinning potential due to the surface-particleChina and the National Natural Science Foundation of China
interaction modulation, and considered the effects of the wetander Grant Nos. 19925415 and 19847003.

[1] J.D. Gunton, M. San Miguel, and P.S. SahniPhase Tran- [19] J. Fukuda, Phys. Rev. &3, R6939(1998.
sitions and Critical Phenomenadited by C. Domb and J.L. [20] A.M. Lapena, S.C. Glotzer, S.A. Langer, and A.J. Liu, Phys.
Lebowitz (Academic, New York, 1983 Vol. 8; K. Binder, in Rev. E60, R29(1999.
Phase Transitions in Materialsedited by R.W. Chan, P. [21] V. Ginzburg, F. Qiu, M. Paniconi, G. Peng, D. Jasnow, and
Haasen, and E.J. Kramer, Materials Science and Technology A.C. Balazs, Phys. Rev. Le82 4026(1999.
Vol. 5 (VCH, Weinheim, 1990 A.J. Bray, Adv. Phys43, 357  [22] S. Toxvaerd, Phys. Rev. LeB3, 5318(1999.

(1994. [23] H.M. Tanaka, Prog. Theor. Phy$01, 863(1999.
[2] C. Roland and M. Grant, Phys. Rev. Lei0, 2657 (1988. [24] R. Ahluwalia, Phys. Rev. B9, 263 (1999.
[3] A. Chakrabarti and G. Brown, Phys. Rev.48, 981 (1992. [25] B.P. Lee, J.F. Douglas, and S.C. Glotzer, Phys. Re®0OE
[4] D. Stauffer and R.B. Pandey, J. Phys28, L1079 (1992. 5812(1999.

[26] F. Corberi, G. Gonnella, and A. Lamura, Phys. Rev. L&%.
4057(1999.

[27] H. Tanaka, Phys. Rev. Letf0, 2770(1993; S. Puri and K.
Binder, J. Stat. Phyg.7, 145(1994); A. Budkowski, F. Schef-
fold, and J. Klein, J. Chem. Phy406, 719 (199%; S. Puri,
Comput. Phys. Commuri21, 312(1999; S. Puri, K. Binder,

[5] F. Sciortino, R. Bansil, H.E. Stanley, and P. Alstrom, Phys.
Rev. E 47, 4615 (1993; S.C. Glotzer, M.F. Gyure, F. Sci-
ortino, A. Coniglio, and H.E. Stanleybid. 70, 3275(1993.

[6] S.C. Glotzer, D. Stauffer, and N. Jan, Phys. Rev. [#&t4109
(1994); S.C. Glotzer and A. Coniglio, Phys. Rev.39, 4241

(1994; S.C. Glotzer, E.A. Di Marzio, and M. Muthukumar, — ang H.L. Frisch, Phys. Rev. &, 6991(1997); A. Karim, J.F.
Phys. Rev. Lett74, 2034(1995. Douglas, B.P. Lee, S.C. Glotzer, J.A. Rogers, R.J. Jackman,
[7] T. Taniguchi and A. Onuki, Phys. Rev. Le#t7, 4910(1996. E.J. Amis, G.M. Whitesidesjbid. 57, R6273 (1999: A.
[8] S. Puri, AJ. Bray, and J.L. Lebowitz, Phys. Rev5E, 758 Chakrabarti, J. Chem. Phys11, 9418(1999; W.1. Goldburg,
(1997). F. Aliev, and X.L. Wu, Physica 213 61 (1995.
[9] G. Gonnella, E. Orlandini, and J.M. Yeomans, Phys. Rev. Lett[28] P. Wiltzius and A. Cumming, Phys. Rev. Let6, 3000
78, 1695(1997); Phys. Rev. B58, 480 (1998. (1991.
[10] M.C. Sabra, H. Gilhoj, and O.G. Mouritsen, Phys. Re\6& [29] H. Tanaka, A.J. Lovinger, and D.D. Davis, Phys. Rev. L&3.
3547(1998. 2581 (1994).
[11] M. Laradji, H. Guo, M. Grant, and M.J. Zuckermann, J. Phys.[30] M. Boltau, S. Walheim, J. Mlynek, G. Krausch, and U. Steiner,
A 24, L629 (1991). Nature(London 391, 877 (1998.
[12] P. Keblinski, S.K. Kumar, A. Maritan, J. Koplik, and J. Bana- [31] C. Cutillas and G. Bossis, Eur. Phys. Letf), 465(1997.
var, Phys. Rev. Lett76, 1106(1996. [32] F. Qiu, H.D. Zhang, and Y.L. Young, J. Chem. Phy€9
[13] A.M. Somoza and C. Sagui, Phys. Rev5E, 5101(1996. 1575(1998.
[14] T. Ohta and A. Ito, Phys. Rev. &2, 5250(1995. [33] H. Tanaka and T. Sigehuzi, Phys. Rev. L&, 874(1995.

[15] P.I.C. Teixeira and B.M. Mulder, Phys. Rev. B3, 1805 [34] S. Komura and H. Kodama, Phys. Rev5k, 1722(1997.
(1996. [35] J. Roan and E.l. Shakhnovich, Phys. Re\6%;: 2109(1999.
[16] A. Matsuyama, R.M.L. Evans, and M.E. Cates, Phys. Rev. H36] H.E.H. Meijer, P.L. Lemstra, and P.H.M. Elemans, Makromol.

61, 2977(2000. Chem., Macromol. Sympl6, 113 (1988.
[17] J. Melenkevitz and S.H. Javadpour, J. Chem. Phgs, 623 [37] Y. Oono and S. Puri, Phys. Rev. LeB8, 836 (1987); Phys.
(1999. Rev. A 38, 434 (1987; S. Puri and Y. Oonoibid. 38, 1542

[18] A. Ito, Phys. Rev. E58, 6158(1998. (1988.



